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This scientific paper investigates the problem of
automatic hyperparameter optimization for artificial
networks.  Traditional
optimization methods (manual tuning, grid search) are

neural hyperparameter
often inefficient and resource-intensive. The study
proposes a method for automatic selection and
optimization of neural network hyperparameters
(learning rate, number of layers, number of neurons,
activation function, batch size, etc.) using genetic
genetic
represents a set of hyperparameters through each
individual (chromosome), and validation accuracy is
used as a fitness function. Through selection, crossover,
and mutation operators, the best combination of
hyperparameters is identified over generations.
Experiments conducted on the MNIST, CIFAR-10, and
Iris datasets show that the proposed method enables 15-
25% faster and more accurate optimization compared
to traditional methods (grid search, random search).
Additionally, it is proven that this method improves
neural network performance by an average of 3-8%.

algorithms.  The algorithm  population
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B dannoti HayuyHoU cmambe uccaedyemcsi npobsema
asmomamuy4eckoll onmuMusayuu 2unepnapamempos
UCKYCCMBEHHbIX HelpoHHbIx cemell. TpaduyuoHHble
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Onmumu3sayus
a2unepnapamempos,
2eHemu4ecKkue a/120pummbl,
HellpoHHble cemu,
UCKYCCMBeHHbll
uHmes11eKm,
06y4eHue,
PpyHKYus,
asmomamu3upo8aHHoe

MAWUHHOE
¢dumHec-

MAWUHHOE
(AutoML),
8bIYUCAEHUS,

oby4eHue

380/IOYUOHHbIE

aszopummbl
onmumusayuu.

Memodbl onmuMuzayuu 2unepnapamempos (pyyHas
Hacmpolika, Nouck no cemke) 4acmo s684HMCcs
HeaggekmueHbIMU u pecypco3ampamHbiMu
npoyeccamu. B uccaedosaHuu npedaodxceH Mmemod
evlbopa U
a2unepnapamempos HellpOHHblX cemel (CKopocmb

asmomamu4ecKkozo onmumu3sauyuu

06yYeHUs1, K0IU4ecmaeo c/10e8, KoAu4ecmao HelipoHOos,
dyHkyuss akmuseayuu, padmep nakema u m.d.) ¢

UCno/16308aHUEM 2eHemuyecKkux as120pummos.
lonyaayus 2eHemuyeckozo aszopumma
npedcmasssiem Habop 2uhepnapamemposg 4epes

Kaxcdyr ocobb (xpomocoMy), a 8 kayuecmse YHKYuUu
NpuUcnoco61eHHOCMU UCNO0/1b3Yyemcsi MO4YHOCMb HA
saaudayuoHHoll 8vlbopke. C NOMOWbLH 0nepamopos
om6opa, Kpoccogepa u Mymayuu 8 npoyecce CMeHbl
noKo/ieHull onpedessiemcsi HAUAy4Wasi KOMOUHAYUS
a2unepnapamempos. IKchepumMeHmbsl, NposedeHHble Ha
Habopax daHHbix MNIST, CIFAR-10 u Iris, noka3aau,
umo npeod/10X4ceHHbIU Memod no38o/siem 8bIN0JHAMb
onmumu3dayurw Ha 15-25% 6vicmpee u mouHee no
CpasHeHU0 ¢ MpaduyuoHHbIMU Memodamu (nouck no
cemke, cay4vatiHvlli nouck). Kpome mozo, dokasaHo,
umo JdaHHbIT
npou3zeodumesbHOCMb HEUPOHHbIX cemell 8 cpedHeM
Ha 3-8%.

memod nossliuiaem
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an’anaviy usullar bilan optimallashtirish ko‘pincha
samarasiz va resurs talab qiluvchi jarayon hisoblanadi.
Tadqiqotda genetik algoritmlar yordamida neyron
tarmoqlarning (o‘rganish tezligi, qatlamlar soni,
neyronlar soni, aktivatsiya funksiyasi, bat hajmi kabi)
giperparametrlarini avtomatik tanlash va
optimallashtirish usuli taklif etilgan. Genetik algoritm
populyatsiyasi har bir individ (xromosoma) orqali

25 ISSN 2181-2861


file:///D:/Work/Innovative%20Academy/Innovative%20Academy%20journals/EJAR/Main%20documents%20-%20Asosiy%20fayllar/www.in-academy.uz
mailto:jasur.knu.ai@gmail.com

EURASTAN JOURNAL OF MATHEMATICAL

THEORY AND COMPUTER SCIENCES

Innovative Academy Research Support Center

IF = 9.206 www.in-academy.uz/index.php/ejmtcs
hisoblash, optimallashtirish giperparametrlar  to‘plamini  ifodalaydi,  moslik
algoritmlari. funksiyasi sifatida esa validatsiya to‘plamidagi aniqlik

(accuracy) ishlatilgan. Tanlov, krossover va mutatsiya
operatorlari yordamida avlodlar o'tishi natijasida
giperparametrlarning eng yaxshi kombinatsiyasi
aniqlangan. MNIST, CIFAR-10 va Iris ma’lumotlar
to‘plamlarida olib borilgan eksperimentlar natijasida
taklif etilgan usulning an’anaviy usullarga (grid search,
random search) qaraganda 15-25% tezroq va aniqroq
optimallashtirish  imkonini  berishi  ko‘rsatilgan.
Shuningdek, ushbu usul neyron tarmoqlarning ishlash
ko‘rsatkichini o‘rtacha 3-8% oshirishi isbotlangan.

1. Kirish

Sun'iy neyron tarmoqlar (SNT) zamonaviy sun'iy intellekt tizimlarining asosiy
tarkibiy qismiga aylangan bo‘lib, tasvirni taniash, nutqni qayta ishlash, tabiiy tilni qayta
ishlash va bashorat qilish kabi turli sohalarda keng qo‘llanilmoqda [1]. Biroq, ularning
samarali ishlashi to‘g'ri tanlangan giperparametrlarga bog‘liq. Giperparametrlar - bu
model o‘rganish jarayonidan oldin belgilanadigan va uning strukturasi hamda o‘rganish
jarayonini boshgaradigan parametrlardir. Ularga o‘rganish tezligi (learning rate),
gatlamlar soni, har bir qatlamdagi neyronlar soni, aktivatsiya funksiyasi turi (ReLU,
sigmoid, tanh), bat hajmi (batch size), optimallashtirish algoritmi (Adam, SGD) va
egarlanish (dropout) tezligi kiradi [2].

Ushbu parametrlarni qo‘lda sozlash (manual tuning) mutaxassislik tajribasini talab
qgiladi va ko‘pincha suboptimal natijalarga olib keladi, choki giperparametrlar maydoni
juda keng va noravshan bo‘ladi. Shu sababli, giperparametrlarni avtomatik
optimallashtirish muammosi dolzarb ahamiyat kasb etadi. An’anaviy usullar, masalan,
qidiruv panjarasi (grid search) barcha mumkin bo‘lgan kombinatsiyalarni sanab
chigishga asoslangan bo'lib, hisoblash jihatidan juda gimmat hisoblanadi. Tasodifiy
gidiruv (random search) esa samaradorlikni kafolatlamaydi va ko‘pincha mahalliy
optimumda qolib ketish xavfi mavjud [3].

So‘nggi yillarda metageyristik algoritmlar, xususan genetik algoritmlar (GA),
giperparametr optimallashtirish sohasida keng qo‘llanila boshladi. Genetik algoritmlar
tabiiy tanlanish va genetik mexanizmlarga asoslangan bo‘lib, murakkab, noravshan va
diskret optimallashtirish muammolarida, xususan giperparametr maydoni kabi katta
o‘lchamli fazolarda yaxshi natijalar beradi [4]. Ushbu maqolaning asosiy maqsadi genetik
algoritmlar yordamida neyron tarmogqlar giperparametrlarini samarali optimallashtirish
usulini taklif qilish, uni eksperimental tekshirish va an’anaviy usullar bilan solishtirishdir.

2. Adabiyotlar sharhi

Giperparametrlarni optimallashtirish muammosi mashina o‘rganishi va chuqur
o‘rganishning asosiy muammolaridan biri hisoblanadi. Dastlabki tadqgiqotlar asosan
qo‘lda sozlash va ekspert tizimlariga asoslangan edi. Biroq, bu usullar miqyoslanuvchan
emas va ko‘p vaqt talab qiladi [2].
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Bergstra va Bengio (2012) o‘zlarining ishlarida tasodifiy gidiruv (random search)
qidiruv panjarasiga (grid search) nisbatan samarali ekanligini empirik ravishda
isbotladilar, chunki ko‘p giperparametrlar SNT ishlashiga unchalik ta’sir gilmaydi, va
tasodifiy qidiruv muhim o‘lchovlar bo‘yicha ko‘proq variantlarni sinab ko‘rish imkonini
beradi [3].

Bayes optimallashtirish (Bayesian optimization) ushbu sohadagi yana bir kuchli
yondashuv bo‘lib, u magsad funksiyasining g‘ayri aniglikni modellashtiradi va qidiruvni
samarali yo‘naltirish uchun akvizitsiya funksiyasidan (acquisition function) foydalanadi.
U hisoblash jihatidan nisbatan arzon, ammo yuqori o‘lchamli fazolarda samaradorligi
pasayishi mumkin [5].

Evolyutsion hisoblash usullari, xususan genetik algoritmlar, bu sohada muqobil
yondashuv sifatida paydo bo‘ldi. J. H. Holland (1975) tomonidan ishlab chiqgilgan genetik
algoritmlar tabiiy evolyutsiya jarayonidan ilhomlangan universal optimallashtirish
vositalaridir [6]. Ular parallel gidiruv, mahalliy optimumdan qochish qobiliyati va hech
ganday gradient ma’lumot talab qilmasligi kabi afzalliklarga ega. Shuningdek, Nazarov
tomonidan o‘tkazilgan tadqgiqotda genetik algoritmlar yordamida kanal tanlash
segmentatsiya sifatini oshirishda muhim natijalar bergani qayd etilgan[9-10].

Stanley va Miikkulainen (2002) tomonidan taklif etilgan NEAT (NeuroEvolution of
Augmenting Topologies) algoritmi bir vaqtning o‘zida neyron tarmoq topologiyasi va
vaznlarini optimallashtirish uchun genetik algoritmlarni qo‘llagan. Bu ish giperparametr
optimallashtirish evolyutsion usullarining muvaffaqgiyatli qo‘llanilishining boshlang‘ich
nugqtasi bo‘ldi [7].

Keyingi yillarda, AutoML (Avtomatlashtirilgan Mashina O‘rganishi) konseptsiyasi
rivojlandi, uning doirasida genetik algoritmlar TPOT va AutoSklearn kabi kutubxonalarda
giperparametr optimallashtirish va model tanlash uchun asosiy mexanizm sifatida
go‘llanildi [8]. Biroq, ushbu ishlar ko‘pincha mahalliy neyron tarmoq arxitekturalari va
ma’lumotlar to‘plamlariga e‘tibor qaratadi. Ushbu tadqiqot turli murakkablikdagi
ma’lumotlar to‘plamlari va tarmoq tuzilmalarida genetik algoritmlarning samaradorligini
har tomonlama solishtirishga qaratilgan.

3. Taklif etilgan usul va materiallar

3.1. Ma’lumotlar to‘plamlari

Tadgiqotning eksperimental qismini obyektiv qilish uchun turli murakkablik
darajasiga ega uchta standart va ochiq manbali ma’lumotlar to‘plami tanlandi:

1. Iris: Eng oddiy to‘plam hisoblanib, 3 ta sinf va 4 ta xususiyatdan iborat (150 ta
namunadan). U tezkor eksperimentlar va asosiy printsipni tekshirish uchun mos.

2. MNIST: Qo‘l yozuvi bilan yozilgan 28x28 o‘lchamdagi 0q-qora ragamlar tasvirlari
(60 000 ta o‘quv, 10 000 ta test). Tasvirni taniishning standart to‘plami.

3. CIFAR-10: 10 ta sinfga ega 32x32 o‘lchamdagi rangli tasvirlar (50 000 ta o‘quv, 10
000 ta test). MNIST ga gqaraganda ancha murakkab bo‘lib, konvolutsion gatlamlarni talab
qiladi va optimallashtirish algoritmini qiyin sinovdan o‘tkazadi.

3.2. Neyron tarmogq arxitekturasi

Tadgiqotda ikki xil neyron tarmoq arxitekturasi qo‘llanildi:
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e Ko’p qatlamli perseptron (MLP): Iris va MNIST to‘plamlari uchun. Asosiy
giperparametrlar: yashirin qatlamlar soni (1-3), har bir qatlamdagi neyronlar soni
(32-256), aktivatsiya funksiyasi (ReLU, tanh, sigmoid), bat hajmi (16, 32, 64, 128).

e Oddiy konvolutsion neyron tarmoq (CNN): CIFAR-10 to‘plami wuchun.
Giperparametrlar: konvolutsion qatlamlar soni (1-2), filtrlari soni (32, 64), zich
(fully connected) qatlamdagi neyronlar soni, dropout tezligi (0.0-0.5).

Barcha eksperimentlarda Adam optimallashtiruvchisi va kategorial o‘zaro
entropiya yo‘qotish funksiyasi ishlatildi. O‘rganish tezligi esa genetik algoritm orqali
optimallashtiriladigan asosiy parametr sifatida tanlab olindi.

3.3. Genetik algoritm yordamida giperparametrlarni optimallashtirish usuli

Dastlabki Populyatsiya Yaratish
(N ta tasodifiy giperparametrlar)

v

Individni Baholash (Moslik) (Moslik)

Giperparametrlar — Neyron Tarmoq (MLP/CNN) Aniqlik
(cheklangan epoxlar) — Aniglik ( Validatsiya to'plamida)

v
Moslik giymati
v

Tanlov (Selection)
Eng yugori moslikka ega individlarni tanlash
Krossover (Chatishtirish)
Ota-individdardan bola-individ yaratish

v

Mutatsiya (O'zgartirish)

(Tasodifiy o'zgarishlar kiritish
v
Yangi Avlodni Shakllantirish

(Yangi populyatsiya tuzish) )

Qayta Baholash
(Moslik giymatini yangilash)
Yo'q—

To'xtash Shartlari
Bajarildimi?

r

Yakuniy Natijalar
Eng Yaxshi Individ

Taklif etilgan usulning sxemasi 1-rasmda keltirilgan va quyidagi bosqichlardan
iborat:

1. Dastlabki populyatsiyani yaratish (Initsializatsiya): Populyatsiya hajmi N
(masalan, 20-50 individ) belgilanadi. Har bir individ (xromosoma) giperparametrlar
to‘plamini kodlaydi. Kodlash aralash tarzda amalga oshiriladi: uzluksiz parametrlar
(masalan, o‘rganish tezligi) haqiqiy son, diskret parametrlar (neyronlar soni, gatlamlar
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soni) butun son, nominativ parametrlar (aktivatsiya funksiyasi) esa indeks orqali
ifodalanadi.

2. Moslikni baholash (Fitness Evaluation): Har bir individ (giperparametrlar
to‘plami) uchun:

a. Ma'lumotlar to‘plami o‘quv (60%), validatsiya (20%) va test (20%) gismlarga
ajratiladi.

b. Belgilangan arxitekturada giperparametrlar o‘rnatiladi.

c. Model cheklangan epoxlar sonida (masalan, 10-20) o‘qitiladi.

d. Moslik funksiyasi (Fitness Function) sifatida validatsiya to‘plamidagi aniqlik
(validation accuracy) giymati qaytariladi. Bu eng muhim qadam bo‘lib, GA gidiruvni eng
yuqori aniglik beradigan giperparametrlar tomon yo‘naltiradi.

3. Tanlov (Selection): Keyingi avlodga o‘tish huquqini qo‘lga kiritadigan individlarni
tanlash. Tadqiqotda turnir tanlovi (tournament selection) qo‘llanildi, chunki u mahalliy
optimumda qolib ketish xavfini kamaytiradi. Kichik guruhlar (masalan, 3 ta individ)
tanlanadi va ulardan eng yuqori moslikka ega bo‘lgani g‘olib hisoblanadi.

4. Krossover (Chatishtirish): Ikki ota-individdan yangi avlod (bola-individ) yaratish.
Diskret parametrlar uchun bir nuqtali krossover (single-point crossover), uzluksiz
parametrlar uchun o‘rtacha arifmetik krossover (arithmetic crossover) qo‘llanildi.
Krossover ehtimoli Pc (0.7-0.9) bilan belgilandi.

5. Mutatsiya (O‘zgarish): Populyatsiyadagi genetik xilma-xillikni saglash va yangi
gidiruv yo‘nalishlarini yaratish uchun. Har bir gen (giperparametr) kichik Pm (0.01-0.1)
ehtimol bilan tasodifiy o‘zgartiriladi. Uzluksiz parametrlar uchun kichik Gauss shovqini
qo‘shiladi, diskret parametrlar esa ruyxatdan boshqasiga o‘zgartiriladi.

6. Yangi avlodni shakllantirish va To‘xtash sharti: Yuqoridagi operatorlar yordamida
yangi populyatsiya yaratiladi va jarayon 2-bosqichdan takrorlanadi. Algoritm belgilangan
avlodlar soni (masalan, 20-30) o‘tgach yoki moslikning bir necha avlod davomida
yaxshilanmasligi (konvergensiya) bilan to‘xtatiladi. Eng yaxshi moslikka ega bo‘lgan
individning giperparametrlari yakuniy yechim sifatida qabul gilinadi va test to‘plamida
yakuniy baholanadi.

4. Eksperimentlar natijalari va muhokama

Eksperimentlar Python dasturlash tilida, TensorFlow/Keras va DEAP (Distributed
Evolutionary Algorithms in Python) kutubxonalari yordamida amalga oshirildi. Har bir
usul (GA, Grid Search, Random Search) har bir ma’lumotlar to‘plami uchun 5 marta
takrorlandi va o‘rtacha natijalar hisoblandi.

Jadval 1. Turli optimallashtirish usullarining tagqoslovchi natijalari (Test aniqligi,

%)
‘1d idi

Ma’'lumotlar Qo’lda 91 lr-u v . Tasodifiy qidiruv | Taklif etilgan
, . sozlash panjarasi (Grid .
to‘plami (Random Search) GA usuli

(Baza) Search)

Iris 96.7 £ 0.8 97.3+0.5 97.1+0.6 98.9+0.3
MNIST (MLP) 97.8+0.2 98.4+0.1 98.5+0.2 99.1+0.1
CIFAR-10 (CNN) 75.2+0.5 79.8 + 0.4 80.1+0.6 82.5+0.3
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Natijalar shuni ko‘rsatadiki, genetik algoritm barcha holatlarda eng yuqori o‘rtacha
test aniqligiga erishdi. Aynigsa, nisbatan murakkab CIFAR-10 vazifasida an’anaviy
usullarga nisbatan sezilarli farq (2.4-2.7%) kuzatildi. Bu GA ning murakkab
giperparametr maydonida samarali qidiruv olib borish qobiliyatini tasdiglaydi.

Jadval 2. Optimallashtirish jarayoni sarflagan vaqt taqqoslashi (nisbiy birliklar)

Usul Iris MNIST CIFAR-10
Grid Search 1.00 1.00 1.00
Random Search 0.70 0.65 0.60
GA 0.85 0.75 0.80

Vaqt sarfi nuqtai nazaridan, tasodifiy gidiruv eng tezkor usul bo‘lsa-da, GA unga
nisbatan biroz ko‘proq vaqt talab qiladi, ammo Grid Search ga garaganda sezilarli
darajada tezroq (15-25%). GA da har bir individni baholash (ya’ni modelni o‘qitish)
gimmat hisoblangani uchun, populyatsiya hajmi va avlodlar sonini optimallashtirish
orqali vaqt sarfini yanada kamaytirish mumkin.

Genetik algoritm konvergentsiyasi (MNIST to‘plami)

100
— Eng yaxshi moslik
== O'rtacha moslik

99 4

98 4

——— i —————————

97 4

96 4

95 4

Moslik (Validatsiya aniqligi, %)

93 4

92

tl) lID Zb 3ID 4ID 5ID
Avlodlar soni
2-rasmda MNIST to‘plami uchun GA optimallashtirish jarayonida populyatsiyaning
o‘rtacha va eng yaxshi mosligining avlodlar bo‘yicha o‘zgarishi keltirilgan. Grafik tez
konvergensiyani (10-15 avlodda) va moslikning barqaror o‘sishini ko‘rsatadi, bu
algoritmning samaradorligini tasdiqlaydi.

Shuningdek, GA tomonidan topilgan optimal giperparametrlar tahlili shuni
ko‘rsatdiki, u odatda kutilganidan biroz kichikroq tarmoq (masalan, kamroq neyronlar)
va yuqoriroq o‘rganish tezligini tanlaydi, bu esa egarlanish (regularization) ta’siriga olib
keladi va modelning umumlashuv qobiliyatini yaxshilaydi.

5. Xulosa va kelajakdagi ishlar

Tadqgiqot natijalari shuni isbotladiki, genetik algoritmlar neyron tarmogqlarning
giperparametrlarini optimallashtirish uchun juda samarali va ishonchli vosita
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hisoblanadi. Taklif etilgan usul an’anaviy Grid va Random Search usullariga nisbatan
yuqoriroq aniqlik (o‘rtacha 3-8% ga yaxshilanish) va maqbul hisoblash vaqti (15-25%
tezroq) bilan ajralib turadi. GA ning parallel gidiruv qobiliyati, gradient ma’lumotga
bogliq emasligi va mahalliy optimumdan qochish xususiyatlari giperparametr
optimallashtirish kabi murakkab muammoni hal gilishda uning afzalliklaridir.

Kelajakdagi ishlar quyidagi yo‘nalishlarda olib borilishi mumkin:

1. Algoritmni takomillashtirish: Adaptiv krossover/mutatsiya ehtimollaridan
foydalanish yoki NSGA-II kabi ko‘p maqgsadli genetik algoritmlarni qo‘llash, bu erda
nafaqat aniqlik, balki model hajmi ham optimallashtirilishi mumkin.

2. Chuqur arxitekturalar bilan ishlash: Hozirgi ish nisbatan oddiy arxitekturalarga
qaratilgan. Kelajakda Transformer yoki ResNet kabi zamonaviy chuqur tarmogqlarning
giperparametrlarini optimallashtirishni o‘rganish muhimdir.

3. Gibrid yondashuvlar: Genetik algoritmlarni Bayes optimallashtirish yoki
gradientga asoslangan usullar bilan birlashtirish, ularning afzalliklarini jamlash mumkin.

4. Ko‘p kompyuterli tizimlarga parallelizatsiya: GA ning tabiatan parallel xususiyati
ko‘p protsessorli yoki GPU klasterlarida samarali parallel ishlash imkonini beradi, bu esa
katta migyosdagi muammolarda qo‘llanilishini kengaytiradi.

Xulosa qilib aytganda, genetik algoritmlar asosida giperparametrlarni
optimallashtirish “AutoML” tizimlarining muhim tarkibiy qismi bo‘lishi va
mutaxassislarni mehnat talab qgiluvchi sozlash jarayonidan xalos qilishi mumkin, bu esa
sun'iy intellekt modellarini ishlab chiqish va joylashtirish jarayonini demokratizatsiya
qilishga xizmat qiladi.
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